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Reliable queues at 

scale for cloud 

services
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App and Web 

scale data

Backups and 

Archive

Big Data from IoT, 

Genomics, etc

Append Blobs 
Multi-writer append only scenarios

Block Blobs
Most object storage scenarios

Page Blobs
Page aligned random reads &writes

Block 1 Block 3Block 2

Writer 1 Writer 2 Writer 3

Store and serve
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Blob REST API



GRS

6 replicas, 2 regions (3/region)

Protects against major regional 

disasters

Asynchronous to secondary



NEW -

Read / write resilience against 
single cluster / DC unavailability

Support for Blob, Table, File, 
Queue Storage

Public Preview in Q4 CY 2017 in 
multiple regions. 

GA in H1 CY 2018REGION

ZONE 2 ZONE 3ZONE 1

DC4

DC1

DC5

DC2

DC6

DC3

REPLICA 2 REPLICA 1 REPLICA 3

REQUEST

Synchronous data replication across Azure Availability Zones within region

LRS

Resilient to disk/node/rack 
failures

ZRS

Resilient to single cluster / 
datacenter outage

GRS

Resilient to regional outage

RA-GRS

Resilient to regional outage
Read access to second region

https://docs.microsoft.com/


Hardware Datacenter Region





Azure Storage



Azure IaaS: Understanding Storage

Azure hosts multiple types of storage

Queues
“Reliable messaging 

at scale for cloud 

services”

Files
“SMB Access to 

Azure Storage”



Queues
“Reliable messaging 

at scale for cloud 

services”

Files
“SMB Access to 

Azure Storage”

Page Blob – Optimized for 

IaaS disks and supporting 

random writes 

Append Blob – Optimized 

for append operations such 

as logs



Queues
“Reliable messaging 

at scale for cloud 

services”

Files
“SMB Access to 

Azure Storage”



Files
“SMB Access to 

Azure Storage”

Queues
“Reliable messaging 

at scale for cloud 

services”

Azure Queues provide a reliable messaging solution for asynchronous communication between 

application components, these could be running in the cloud, on the desktop, on an on-premises 

server, or on a mobile device. 

Messages typically have a small body with attributes such as a time to live which are used for 

configuring the service and representing tasks created by the front end “producer” which are in 

turn processed by the back end “consumer”.



Queues
“Reliable messaging 

at scale for cloud 

services”

Files
“SMB Access to 

Azure Storage”

Azure File storage offers cloud-based encrypted SMB file shares allowing customers to easily 

migrate legacy applications to Azure quickly and without costly rewrites.

In addition to this, Virtual Machines and cloud services can share file data across application 

components and with on-premises applications via a simple File service REST API.

Azure File Storage offers availability, scalability and Geo Redundancy allowing you to confidently 

store your server data, log files, event data and backups in the cloud. 



Blobs: Tables:

One of the earliest 
and largest users of 
the Azure platform



Azure IaaS: Replication and High Availability

LRS

ZRS

GRS

RAGRS

When you create a 

storage account, you 

must select one of 

the following 

replication options

Maintains three copies of your data within a single facility. 

LRS protects your data from normal hardware failures, but not from 

the failure of a single facility.

Maintains three copies of your data replicated across two to three 

facilities, either within a single region or across two regions, 

providing higher durability than LRS. 

Maintains six copies of your data, three within the primary region, and 

three replicated into a secondary region hundreds of miles away. In the 

event of a failure at the primary region, Azure Storage will failover to the 

secondary region automatically. 

Replicates data to a secondary geographic location, and also 

provides read access to the data hosted in the secondary location. 





VM storage



Resource Group Resource Group

Premium Storage Account



< 1ms latency for 

cached operations

Blob Cache technology

Up to 160,000 IOPS

Industry leading 

ZERO % Annual 

Failure Rate

Enterprise grade 

durability with 3 replicas

Best in class

High I/O 

performance VMs

80,000 IOPS & 2,000 MB/s

Disk throughput per VM

Easy migration 

from other 

platforms

REST API support 

Rich partner ecosystem







Archive Storage

New Storage Tier – Archive Storage
Cold storage for long term data

Offline data - Retrieval latency is hours

Consistent API Among Storage Tiers
Access through Blob REST API
Metadata for archive tier is always online

Blob REST API



Blob Level Tiering
Introducing Blob-Level Tiering

Individual blobs can move between tiers

All tiers co-exist in the same storage account

New API to set blob tier: SetBlobTier
Acknowledged immediately from service

Get APIs (GetBlobProperties and ListBlobs)
return current tier and archive status

New headers "x-ms-access-tier” and “x-ms-archive-
status”

Future: Automated Lifecycle Management

Blob REST API



Tiered Storage



Tiered Storage





Block blobs 

Page Blobs 

AZCopy

FORMAT = https://{storage account}.blob.core.windows.net{blob container} KNOW /Pattern,Source,Dest

http://azure.microsoft.com/en-us/documentation/articles/storage-use-azcopy/


SMB and REST

aka.ms/Azure/Files

Azure File Share
(PaaS)

http://aka.ms/Azure/Files


• Azure VMs can “net use” to a share

• SMB Features NOT supported

• Windows (CreateFile, ReadFile, WriteFile, …)

• CRTs (fopen, fread, fwrite, …)

• .Net (FileStream.Read, FileStream.Write, …)

• Many more

•

•

•

https://msdn.microsoft.com/en-us/library/dn744326.aspx


How To Store Why use This?

Azure Files • SMB Interface, Client Libraries and REST

• Lift & Shift an Application which already uses the native file 

system APIs to share data between it and other applications 

running in Azure.

• Store Development and Debugging Tools for use by many VMs

Azure Blobs • Client Libraries and REST

• Want APP to support Streaming and Random Access Scenarios

• Access Application Data from Anywhere 

Azure Data Disks • Client Libraries and REST

• Lift and Shift applications that use native file system APIs to read 

and write data to persistent disks.

• Store data that is not required to be accessed from outside the 

virtual machine to which the disk is attached.



Ad Hoc SAS SAS controlled by Stored Access Policy

Delegated access Blobs, Queues, Tables

URI format permissions specified time | signedidentifier specifies Stored Access Policy

Best Practice to use with SAS

5 policies per Container

Share Access Signatures, Pt 1 | Stored Access Policies

http://azure.microsoft.com/en-us/documentation/articles/storage-dotnet-shared-access-signature-part-1/
https://msdn.microsoft.com/en-us/library/azure/ee393341.aspx


Minimal

Blob Table Queue

Verbose

Off

blob container $logs 

Blob svc API Read more on logs!

See Monitor Storage Account

https://msdn.microsoft.com/en-us/library/azure/dn782840.aspx#DownloadingStorageLogginglogdata
http://azure.microsoft.com/en-us/documentation/articles/storage-monitor-storage-account/


Geo-Restore & Point in Time 

BACPAC Storage Account | Use Export Data-tier Application Wizard

Automated Exports & Also Can Import/Export using REST API

DAC package BACPAC

BACPAC both schema and data, 
DAC packages only schema SSDT

Read More

https://azure.microsoft.com/en-us/documentation/articles/sql-database-cloud-migrate/


Win Server Azure

geographic region

Vault Credentials 

Passphrase

does not DNS/NetBIOS

Start-OBRecovery -RecoverableItem $FinalItem -RecoveryOption $secureString -Credential $cstrial

See Configure Azure Back Up to back up Windows Server

Also Azure Backup Overview

http://azure.microsoft.com/en-us/documentation/articles/backup-configure-vault/
https://azure.microsoft.com/en-us/documentation/articles/backup-introduction-to-azure-backup/


2012 R2, 2012, 2008 R2 SP1

 64 bit 7, 8, 8.1

Update Roll up 2 

 Azure Backup Agent

 Windows Server and System Center Data Protection Manager

 Windows Server Essentials

See Install Backup Agent and upload vault credential

Also Administer Azure Backup with Windows PowerShell

https://azure.microsoft.com/en-us/documentation/articles/backup-try-azure-backup-in-10-mins/
https://technet.microsoft.com/en-us/library/hh831765.aspx


Block Blobs (Sequential IO) up to 200GB each | Page Blobs (Random Access) up to 1 TB

Delegated Access | Limit Permissions to Blobs, Queues, Tables | URI format w\perms & spec. time

For Blobs, Tables and Queue Services | Off , Minimal, Verbose - > per Storage operations

BACPAC contains both schema and data | DAC packages contain only schema 

Servers 2012 R2, 2012, 2008 R2 SP1,  64 bit Win 7, 8, 8.1,  Ext available - Server 2012 Essentials



Share Access Signature SAS

same model 

aka.ms/azure/storage http://storageexplorer.com/

Table Storage SQL Database My SQL DocumentDB Blob Storage MongoDB

NoSQL Relational Relational NoSQL Unstructured Data NoSQL

Key/attribute Tables JSON/JavaScript Big Data - logs JSON-like

Schemaless Web/Mobile! Config Data- apps Dynamic schemas

Fast Data Access Fast DB High Performance

Lower $$ versus> Open Source Written in C#

http://azure.microsoft.com/en-us/documentation/articles/storage-dotnet-shared-access-signature-part-1/
http://msdn.microsoft.com/en-us/library/azure/ee336235.aspx
https://aka.ms/azure/storage
http://storageexplorer.com/


Disk Encryption 

https://docs.microsoft.com/en-us/azure/security-center/security-center-disk-encryption

